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Abstract- This paper presents an automated essay evaluation framework tailored for domain-specific contexts by integrating

machine learning with advanced natural language processing (NLP) techniques. The proposed system employs sentence-level

embeddings generated by a pre-trained MiniLM Transformer model to classify essays into predefined quality categories: Poor,

Average, and Good. To enhance the robustness of evaluation, additional linguistic features—such as grammar correctness, sen-

tence coherence, and argumentation strength—are incorporated. The entire pipeline is deployed via a Streamlit-based

interface, enabling real-time assessment and feedback. Experimental results on the ASAP-AES dataset validate the system’s

effectiveness, offering reliable scoring performance and interpretable linguistic insights.
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I. INTRODUCTION

Grading essays manually is often a laborious and subjective
process, particularly in educational environments or standard-
ized testing where large volumes of written responses need
evaluation. Human scorers may differ in their interpretation of
quality, leading to inconsistent grading and limited scalability.
To address these limitations, automated essay scoring (AES)
systems have gained traction as a means of delivering fast,
objective, and repeatable assessments.

Early AES systems were built around rule-based models and
surface-level features, such as grammar checks, word
frequency, or sentence length. While effective to some ex-
tent, these techniques often overlook the deeper semantic and
structural qualities of writing. Recent progress in natural
language processing (NLP)—especially the use of transformer
models—has enabled systems to capture nuanced meanings in
text, paving the way for more advanced and accurate essay
evaluation tools.

In this work, we introduce a domain-specific AES frame-
work that combines semantic embeddings with linguistic anal-
ysis. The system uses a compact pre-trained transformer
model (MiniLM) to represent essays as numerical vectors,
which are then classified into quality categories—Poor,
Average, or Good—using a logistic regression model. Beyond
basic clas- sification, the system also analyzes grammatical
correctness Identify applicable funding agency here. If none,
delete this.

Automated Essay Scoring (AES) is gaining significance in the
field of educational technology due to the increasing demand
for scalable assessment solutions. Manually evaluating student
essays can be a lengthy and resource-intensive task, often
leading to inconsistencies in scoring. An automated system
can alleviate this burden by delivering faster, more uniform
feedback, which not only eases the workload for educators but
also supports students with timely insights into their writing
performance.

This paper outlines the design and implementation of an AES
system that aims to assess various dimensions of essay
quality. The system evaluates features such as grammatical
accuracy, coherence, topic relevance, vocabulary richness, and
overall semantic meaning. By combining surface-level
language analysis with deeper semantic interpretation, the ap-
proach ensures a more balanced and comprehensive
evaluation of student writing. The goal is to create an
effective, fair, and context-aware scoring system that aligns
closely with human assessment standards while enhancing the
learning process.

II. METHODOLOGY

Dataset Preparation

For this study, we used the ASAP-AES dataset, specifically
the file training-set-rel3.tsv, which contains a large collection
of student-written essays along with human-assigned scores.
From this dataset, we extracted two main fields: the essay
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con- tent and the associated domainl-score. To simplify the

scoring
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for classification purposes, we grouped the essays into three
distinct quality levels based on their scores. Essays receiving a
score of 6 or below were labeled as Poor, those scoring
between 7 and 10 were classified as Average, and those with a
score above 10 were labeled as Good. This categorization
allows for a more interpretable multi-class classification task.

Preprocessing

Prior to feature extraction, we performed several text-
cleaning steps to standardize the input data. All characters in
the essays were converted to lowercase to eliminate case
sensitivity issues. Additionally, we used regular expressions to
remove any non-alphabetic characters such as numbers,
punctuation, or special symbols. This step ensures a cleaner
and more consistent representation of the text for further
linguistic and semantic analysis.

Feature Extraction

To evaluate the quality of the essays comprehensively, we
extracted a diverse set of features that capture both surface-
level and deep semantic properties of the text:

Semantic Embeddings: We used the pre-trained all-
MiniLM-L6-v2 model from Sentence-Transformers to convert
each essay into dense vector representations that preserve
contextual and semantic information.

Grammar Errors: LanguageTool, an open-source grammar
checking tool, was applied to detect grammatical mistakes in
each essay, providing an indicator of writing accuracy.

Argument Quality: Using TextBlob, we measured the
polarity (positive or negative tone) and subjectivity (degree of
personal opinion) of the essays, offering insights into the
strength and clarity of argumentation.

Coherence Score: Coherence was estimated by computing
the average pairwise cosine similarity between consecutive
sentence embeddings within each essay. This metric reflects
how logically connected and fluid the essay is.

Model Architecture

We employed a Logistic Regression model for the classifi-
cation task. Before training, the class labels (Poor, Average,
Good) were encoded numerically using LabelEncoder. The
dataset was then split into training and testing sets using an
80/20 ratio. Model training was carried out using scikit-
learn’s LogisticRegression implementation, with the number
of iterations set to 1000 to ensure proper convergence. This
setup enabled us to evaluate how well the extracted features
contributed to predicting essay quality across the defined
categories.

[ Dataset Preparation ]
[ Preprocessing ]

I

Feature Extraction

I
[ Logistic Regression J

Fig. 1. Architectural Model

Essay Predicted Quality

IV. SYSTEM IMPLEMENTATION

To ensure ease of use and broad accessibility, the Automated
Essay Scoring system was deployed as a web application
using the Streamlit framework. Streamlit was selected for its
ability to quickly build intuitive and interactive interfaces
suitable for real-time data applications. The platform allows
seamless integration of various stages of the scoring pipeline,
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including text preprocessing, feature extraction, and model
prediction.

When an essay is submitted through the interface, the system
instantly processes the input. The essay is first cleaned using
the same preprocessing steps applied during model train- ing,
ensuring that the input format is consistent with what the
model expects. The preprocessed text is then passed through a
Sentence-Transformer model to generate semantic vector
representations. Concurrently, the system uses LanguageTool
to detect and count grammatical issues, and TextBlob to
extract sentiment polarity and subjectivity values—offering
insight into the emotional tone and persuasiveness of the text.
To assess logical flow, the system calculates coherence by
evalu- ating the similarity between adjacent sentence
embeddings.

Following feature extraction, the Logistic Regression model
classifies the essay into one of three quality levels: Poor, Av-
erage, or Good. The web app displays the predicted category
along with additional metrics such as the number of grammar
errors, sentiment scores, coherence score, and a final
computed grade that synthesizes all available information.
This immediate and informative feedback enables students to
identify areas for improvement in their writing while giving
educators a scalable and consistent evaluation tool. The
interface is built for responsiveness and clarity, making it a
useful addition to digital learning environments.

Equations

Essay Vector Representation

To capture the semantic content of an essay E, it is
transformed into a dense vector form using a pre-trained
transformer model (MiniLM):

V e = Encoder(E) (1)

Here,

Ve€Rd

represents the embedding of the essay, and d denotes the
dimensional size of the embedding output.

Sentence Coherence Estimation

Given an ordered set of sentences S = sl,s2,...,sn within an
essay, coherence is assessed by averaging the cosine similarity
between consecutive sentence embeddings:

n—1

Grammatical Error Measurement

To quantify writing quality, the number of grammatical
mistakes detected in the essay is given by:

ErrorCount(E) = |GCheck(E)| 5)

where GCheck(E) returns all identified grammar issues, and
denotes the total count.

Essay Quality Classification

A logistic regression classifier predicts the quality category of
an essay using the essay’s embedding:

y = argkmax(WkVe + bk) (6)

y : predicted class label (e.g., Poor, Average, Good)

Wk,bk : parameters for class k

Ve : essay embedding vector

V. EVALUATION AND RESULTS

To assess the effectiveness of the proposed Automated Essay
Scoring system, we evaluated the model’s performance on a
held-out validation set comprising 20 percent of the dataset.
The Logistic Regression classifier, trained on the extracted
fea- tures—including semantic embeddings, grammar error
counts, sentiment scores, and coherence metrics—achieved a
vali- dation accuracy of approximately 82 percent. This level
of accuracy suggests that the model is capable of generalizing
well to new, unseen essays and can provide reliable quality
predictions across different writing samples.

A detailed analysis of feature importance revealed that
coherence and grammar error detection played a critical role
in distinguishing essays of varying quality. While seman- tic
embeddings provided a strong baseline for understand- ing the
overall meaning of the text, the addition of coher- ence
scores—computed from sentence embedding similari- ties—
allowed the system to better identify logical flow and

Coherence(S)= 1
n—1

¥ Sim(vsi

i=1

, vsitl

) 2

structure within the essays. Similarly, the grammar check
feature contributed to recognizing surface-level writing issues
that often separate lower-quality essays from higher-scoring

Sim(a,b)= a-b
3)

ones.

where Vsi is the embedding of the i th sentence, and cosine
similarity is used to evaluate sentence transitions.

Sentiment Feature Extraction
The sentiment-related attributes of an essay are computed
using a sentiment analyzer f(sent) , which returns:

Polarity, Subjectivity = f (sent)(E) (4)
Polarity: Measures sentiment orientation in the range [-1,1]
Subjectivity: Indicates personal expression on a scale of [0,1]
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Essay Evaluation

Grammar Evaluation:

Argument Strength Evaluation:

Coherence Fvaluation:

Fig. 2. Outputl

The sentiment and subjectivity scores also provided valuable
signals, especially in capturing the tone and clarity of argu-
ments, though their influence was relatively smaller compared
to grammar and coherence. Overall, combining both linguis-
tic and semantic features resulted in a more comprehensive
assessment model that mirrors human judgment more closely
than models relying solely on textual meaning.

These results highlight the strength of a multi-faceted
approach to essay evaluation and demonstrate the practical
potential of the system in educational settings for consistent
and meaningful feedback.

Grammar Evaluation:

No grammar mistakes found.

Argument Strength Evaluation:
Polarity: 0.22 (Range: [-1, 1])

44 (Range: [0, 1)

The argument seem:

trong with a positive sentiment.

Coherence Evaluation:

The essay has moderate coherence.

Final Evaluation:
Grade: Good

Fig. 3. Output2

VI. CONCLUSION AND FUTURE WORK

This work presents a practical approach to automated es- say
evaluation by integrating semantic understanding from
Transformer-based models with essential linguistic features.
The system successfully applies sentence embeddings from
MiniLM to capture the contextual depth of essays and aug-
ments this with grammar detection, coherence measurement,
and sentiment analysis. These combined features allow for
effective classification of essays into meaningful quality cat-

egories—Poor, Average, and Good—providing reliable feed-
back in educational scenarios.

The application, developed with a user-friendly Streamlit
interface, offers instant evaluation, making it accessible for
real-time use by educators and students alike. The system
performs well on the chosen dataset, showing promise as a
scalable and interpretable essay scoring tool.

Future developments may enhance the system’s capabilities in
several directions:

Support for Multiple Languages: Adapting the model for
multilingual evaluation would make it more versatile and
applicable to diverse academic environments.

Incorporation of Advanced Linguistic Structures: Intro-
ducing features that reflect deeper syntactic and discourse-
level properties—such as sentence dependencies or argument
organization—can improve assessment depth.

Utilization of Larger Neural Models: Fine-tuning more
advanced models like BERT or RoBERTa could lead to more
refined scoring, particularly for longer or more complex
essays.

Customized Feedback Generation: Future iterations might
include personalized suggestions for improvement based on
the specific weaknesses identified in an essay.

These enhancements aim to further refine the accuracy, scope,
and usefulness of the system, moving toward a com-
prehensive tool for writing evaluation and learning support.
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