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Abstract- With the massive influx and advancement of technologies there is a scope for us to interact with our systems in the 

best possible way. One such technology would be Gesture based Human Computer Interaction. So our system makes use of 

HCI which would help us interact without touching the screen. It is a well known fact that two dimensional user interfaces are 

everywhere, but with the increasing popularity of Extended Reality(XR) we require a better, more sophisticated three 

dimensional user interface. 
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I. INTRODUCTION 
 

Using gestures to control user interfaces could enable 

interaction in situations where hardware controls are 
missing, for instance, wall-sized displays and could 

support disabled people to interact with a computer where 

other controls fail. Different to common hardware 

supported interaction controls like mouse and keyboard 

setups or joysticks for instance, gesture interaction does 

not suffer from a predefined and limited command setup.  

 

The amount of possible gestures is only limited by the 

users’ creativity. Gesture recognition has been practiced 

for a long time driven by e.g. software that detects 

coloured gloves or even the bare hands using video 
cameras. Since we are interested in comparing different 

gesture based interface navigation controls, we are 

confronted with the problem of quickly implementing 

different variants of interactions with the same application.  

 

Gesture-based interaction offers a rich set of possibilities 

by combining hand movements and postures to control an 

interface. In the existing system, we do not have any other 

way except using Touch screens, Physical buttons or voice 

commands to interact with the kiosks/laptops/desktops. 

There are many applications like media player, MS-Office, 
Windows picture manager etc which require a natural and 

intuitive interface. Nowadays most of the users use 

keyboards, mouse, pen, joysticks to interact with 

computers.With the increasing fear of covid and 

potentially other diseases, we are afraid to interact with 

public technologies like kiosks in malls and fast food 

chains. 

 

II. LITERATURE SURVEY 
 

Kinect: is a line of motion sensing input devices produced 

by Microsoft. It is a combination of hardware and software 

contained within the Kinect sensor accessory that can be 

added to any existing Xbox 360. Aside from its gaming 

benefits, some of the Kinect’s other key features have 

made it useful in the health industry. For example, it has a 

voice recognition system, which allows users to search for 

things on the Internet or movies through Bing—

Microsoft’s client search engine—by speaking commands. 

The console also has a facial recognition system that uses 

a person’s physical features for security purposes.  But 

Kinect has privacy and security issues as the system files 
our resources automatically outside of the hard drive and 

onto a cloud. Additionally, the system can easily be 

hacked into as well. 

 

Orbecc: Orbbec Astra is a  device that brings depth 

sensing to the connected computer. Orbbec prepared a 

body-tracking SDK for Astra with Unity support. Orbbec 

Persee is a standalone sensor with an integrated Operating 

System. Orbbec Persee already includes a body-tracking 

SDK. All of the heavy-lifting is done on the device itself. 

But, chances are we will need to rewrite most of our code, 

though. 
 

Project Soli: Project Soli, driven by Google’s Advanced 

Technology and Projects (ATAP) team, was first 

showcased back in 2015. The idea is that a radar chip can 

be used to detect hand movements and gestures to interpret 

what they could mean. Soli is a dedicated radar chip to 

collect raw data of hand gestures and then interpret them 

correctly for the right commands. Google says the 

miniature radar understands human motions at various 

scales, from the tap of a finger to the movements of the 

body.  
 

It is always sensing for movement while maintaining a low 

footprint — keep in mind Soli is not a camera and doesn’t 

capture any visual images. Soli relies on a custom-built 

machine learning (ML) model to understand a large range 

of possible movements. The Soli radar chip emits 

electromagnetic waves in a broad beam and when a human 

hand interacts with this, some of these waves are reflected 
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back to the antenna. The ML-model quickly interprets the 

properties of the reflected signal to carry out the required 
command. 

 

III. PROPOSED SYSTEM 
 

A gesture-based user interface and interaction system that 

includes media capturing devices, a processor, and a 

display device. The media-capturing device captures 
media associated with a user and their surrounding 

environment. An advanced way to get a more 

sophisticated three dimensional user interface without a 

need of any extra peripherals. Which works across 

different platforms. 

 

 
 

Fig 1. Proposed System. 

 

IV.  MATHEMATICAL MODELLING OF 

SUBMODULES 
 

Gesture recognition has been a very interesting problem in 

the Computer Vision community for a long time. This is 

particularly due to the fact that segmentation of 

foreground objects from a cluttered background is a 

challenging problem in real-time. The most obvious 
reason is because of the semantic gap involved when a 

human looks at an image and a computer looking at the 

same image. Humans can easily figure out what’s in an 

image but for a computer, images are just 3-dimensional 

matrices.  

 

It is because of this, computer vision problems remain a 

challenge. We are going to recognize hand gestures from a 

video sequence. To recognize these gestures from a live 

video sequence, we first need to take out the hand region 

alone, removing all the unwanted portions in the video 
sequence. After segmenting the hand region, we then 

count the fingers shown in the video sequence to instruct a 

robot based on the finger count. 

 

1. Segment the Hand region: 

The first step in hand gesture recognition is obviously to 

find the hand region by eliminating all the other unwanted 

portions in the video sequence. First, we need an efficient 

method to separate foreground from background. To do 

this, we use the concept of running averages. We make our 
system look over a particular scene for 30 frames. During 

this period, we compute the running average over the 

current frame and the previous frames. By doing this, we 

essentially tell our system that the video sequence that you 

got as input (running average of those 30 frames) is the 

background.  

 

A robust background subtraction algorithm should be able 

to handle lighting changes, repetitive motions from clutter 

and long-term scene changes. The following analyses 

make use of the function of V(x,y,t) as a video sequence 

where t is the time dimension, x and y are the pixel 
location variables. e.g. V(1,2,3) is the pixel intensity at 

(1,2) pixel location of the image at t = 3 in the video 

sequence. 

 

For calculating the image containing only the background, 

a series of preceding images are averaged. For calculating 

the background image at the instant t, where N is the 

number of preceding images taken for averaging. This 

averaging refers to averaging corresponding pixels in the 

given images. N would depend on the video speed 

(number of images per second in the video) and the 
amount of movement in the video.  

 

After calculating the background B(x,y,t) we can then 

subtract it from the image V(x,y,t) t time t = t and 

threshold it. Thus the foreground is where Th is threshold. 

Similarly we can also use median instead of mean in the 

above calculation of B(x,y,t). Usage of global and time-

independent thresholds (same Th value for all pixels in the 

image) may limit the accuracy of the above two 

approaches. 

 

2. Motion Detection and Thresholding: 
To detect the hand region from this difference image, we 

need to threshold the difference image, so that only our 

hand region becomes visible and all the other unwanted 

regions are painted as black. This is what Motion 

Detection is all about. Thresholding is the assignment of 

pixel intensities to 0's and 1's based on a particular 

threshold level so that our object of interest alone is 

captured from an image.  

 

This is the simplest segmentation method. It separates out 

regions in an image corresponding to objects of interest 
that need to be analyzed. Based on the variation of 

intensity between the object pixels and the background 

pixels, separation is done. To differentiate the pixels of 

interest from the rest, a comparison of each pixel’s 

intensity value is carried out with a predetermined 

threshold (which can be set according to the area to be 

surveillanced). If the intensity value of a given pixel is 

greater than the predetermined threshold then it’s intensity 

value is set to 255 and if it is less than predetermined 

threshold then it is set to 0. 
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3. Gesture Recognition: 
There are 4 steps involved to do gesture recognition, each 

of them having a different mathematical approach. 

 

3.1 Contour Generation: The outline or the boundary of the 

object of interest. A contour is defined as the line that 

joins all the points along the boundary of an image that 

have the same intensity. cv2. findCont ours() function in 

OpenCV helps us find contours in a binary image. If you 

pass a binary image to this function, it returns a list of all 

the contours in the image. Each of the elements in this list 

is a numpy array that represents the (x, y) coordinate of 

the boundary points of the contour (or the object). 
 

3.2 Bitwise-AND: A bitwise AND is a binary operation that 

takes two equal-length binary representations and 

performs the logical AND operation on each pair of the 

corresponding bits, which is equivalent to multiplying 

them. Thus, if both bits in the compared position are 1, 

the bit in the resulting binary representation is 1 (1 × 1 = 

1); otherwise, the result is 0 (1 × 0 = 0 and 0 × 0 = 0).  

 

3.3 Pairwise Euclidean Distance: This is the distance 

between two points. the euclidean distance between a pair 
of row vector x and y is computed as: 

 

   dist(x, y) = sqrt(dot(x, x) - 2 * dot(x, y) + dot(y, y)) 

 

3.4 Convex Hull: Convex hull is a dynamic, stretchable 

envelope that wraps around the object of interest. 

 

4.Event Handling and Feedback: 

Once the gesture is identified the appropriate command 

for it will be executed. These commands will call the 

events for controlling the Home appliances Or Machine 

Operations. Feedback would be given by the system 
based upon some predefined gesture. 

 

5. Advantages: 

 The current system gives best results only in plain black 

background. This can be overcome through our 

proposed technique. 

 No external camera setup is required for this model to 

work. The internal camera of a laptop can do the gesture 

recognition properly. 

 Through the use of gesture recognition, remote control 

with the wave of a hand of various devices is possible. 

 

V. EXPECTED OUTPUT 
 

As the expected output of the program, the gesture which 

is made in front of the camera will be displayed. Like in 

this case, 1 is shown in the image, so the output will come 

as ―This is - 1‖. Further, corresponding actions assigned to 

that gesture will be performed Ex.- 1 can be for playing a 

video, 5 can be for pausing a video etc. 

 

 
 

Fig.2 Expected output This is - 1. 

 
 

Fig.3 Expected output This is -2.

 
 

Fig 4. Text Expected output This is - 3. 

 

VI. CONCLUSION 

 
This gesture-based user interface and interaction system 
includes media capturing devices, a processor, and a 

display device. The media-capturing device captures 

media associated with a user and their surrounding 

environment. An advanced way to get a more 

sophisticated three dimensional user interface without a 

need of any extra peripherals. Which works across 

different platforms. Also this system will overcome 

various limitations faced by the existing systems. 
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