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Abstract - We aim to draw on an important overlooked poten- tial of affective dialogue systems—their application to promote
positive emotional states, similar to that of emotional support be- tween humans. This can be achieved by eliciting a more
positive emotional valence throughout a dialogue system interaction, i.e., positive emotion elicitation. Existing works on
emotion elicitation have not yet paid attention to the emotional benefit for the users. Moreover, a positive emotion elicitation
corpus does not yet exist despite the growing number of emotion-rich corpora. Towards this goal, first, we propose a response
retrieval approach for positive emotion elicitation by utilizing examples of emotion appraisal from a dialogue corpus. Second,
we efficiently construct a corpus using the proposed retrieval method, by replacing responses in a dialogue with those that
elicit a more positive emotion. We validate the cor- pus through crowdsourcing to ensure its quality. Finally, we pro- pose a
novel neural network architecture for an emotion-sensitive neural chat-based dialogue system, optimized on the constructed
corpus to elicit positive emotion. Objective and subjective evalua- tions show that the proposed methods result in dialogue
responses that are more natural and elicit a more positive emotional response. Further analyses of the results are discussed in
this paper.
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sure [9]. This is argued to be an essential part of the
emotional processes [10]. On the contrary, the absence of
such support in times of need can result in more serious,
longer-term con- sequences. Unfortunately, there is a lack
of studies examining negative emotion commonly
encountered in everyday life.

To provide support for healthy users, there exist
technologies such as listening oriented systems [11], [12]
and companion conversational agents [13]. However,
these studies do neither con- sider negative emotional
experiences nor recovery from them. On the other hand,
there exist efforts in addressing a number of clinical
emotional disturbances, such as depression and suicide
risk, through affective computing, with speech processing
tech- niques [14], or distress clues assessments [15].
Unfortunately, these works are not applicable for the
larger, general audience as they are focused on clinical
circumstances.

Our work aims to draw on an important overlooked
potential of emotion in dialogue systems: its utilization to
improve emo- tional experience and promote positive
emotional states, similar to that of emotional support
between humans for prompt re- covery from negative
emotion in everyday situations. This can be achieved by
actively eliciting a more positive emotional va- lence
throughout a chat-based interaction, i.e., positive emotion
elicitation.
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Skowron et al. have studied the impact of different
affective personalities in a text-based dialogue system
[16], reporting consistent impacts with the corresponding
personality in hu- mans. Hasegawa et al. constructed
translation-based response generators with various
emotion targets to elicit a pre-defined emotional state
[17]. A shortcoming of existing works is that they have
not yet paid attention to the emotional experience of the
users. Instead, they focus on one-dimensional
personalities or target emotions on the system side to
achieve the elicitation. Furthermore, despite the growing
number of emotion-rich corpora [18]-[20], a positive
emotion elicitation corpus does not yet exist.

Towards positive emotion elicitation in chat-based
dialogue systems, we first propose a response retrieval

method which exploits emotion appraisal in dialogue for
an example-based di- alogue system (Section VI). We
augment the response selection criteria with emotional
parameters to select the response that has the most
potential to elicit positive emotion. Secondly, we
construct a positive emotion elicitation corpus by
obtaining new responses that elicit a more positive
emotion with the proposed retrieval method (Section VII).
We validate the corpus through crowdsourcing to ensure
its quality. Lastly, we propose a neu- ral chat-oriented
dialogue system that captures user’s emotional state and
considers it in generating a dialogue response (Sec- tion
VI1II). We achieve positive emotion elicitation without the
need of an explicit dialogue strategy by optimizing the
emotion- sensitive network with the constructed corpus.
The overview is illustrated in Figure 1.

Il. RELATED WORKS

Two main approaches in building chat-based dialogue
sys- tems are response retrieval and response generation.
These ap- proaches operate in different ways and
therefore have different advantages and disadvantages,
which will be discussed in this section. The retrieval
method relies on a pre-defined set of ex- ample responses.
The main question to be solved is the manner in which the
system retrieves an appropriate response from its pre-
defined set, given a user input. In contrast, the generation
approach produces the dialogue response sequentially,
from is- ginning to end, based on the probability
distribution it learned from the training data. This imposes
an additional challenge in training since the model is also
required to learn how to form a correct and grammatical
response in addition to it being coherent with the dialogue
content.

One particular retrieval method is example-based
dialogue modeling (EBDM), which uses a semantically
indexed corpus of query-response examples instead of
handcrafted rules or prob- abilistic models [21]. At a
given time, the system will return the best response
according to semantic similarity between user input and
the dialogue examples in its database. This circum- vents
the challenge of domain identification and switching — a
particularly hard task in chat-oriented systems where no
specific goal or domain is predefined.

Despite its domain-free property, the EBDM approach has
not yet been studied to its full potential for affective
dialogue systems. An example is a micro-counseling
dialogue system that uses the example-based approach to
select a template for slot-filling response generation [3].
However, this approach still relies on a small number of
rule-based strategies. Strong lim- itations of the EBDM
approach include the lack of variety of responses and the
difficulty in handling inputs that are not in- cluded in the
example database, i.e., out-of-example cases.
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With recent advancements in neural network research,
end- to-end approaches have shown promising results for
non-goal oriented dialogue systems [22]-[24]. Instead of
retrieving a re- sponse from an example database, neural
dialogue systems gen- erate the response utterance, most
commonly as a sequence of words, based on the input
query. These approaches rid the need for explicit
definition of dialogue states and action spaces, allowing
for a more dynamic model that mimics human con-
versation contained in the training corpus. Furthermore,
neural dialogue systems may still be able to produce a
natural response given a query that does not exist in the
training data, solving the out-of-example problem of the
example-based approach. These qualities are especially
desirable for domain-free, chat-oriented dialogue systems.
Unfortunately, as with response retrieval, ap- plication of
this approach towards incorporating emotion in the
dialogue is still very lacking.

Only recently, Zhouet al. published their work addressing
the emotional factor in neural network response
generation [25]. They examined the effect of internal
emotional states on the decoder, investigating 6 categories
to emotionally color the re- sponse, similar to that of
emotion simulation. However, this study has not yet
considered user’s emotion in the response generation
process, nor attempted to utilize emotion to improve user
experience. To the best of our knowledge, neural network
approaches have not yet been utilized for affect-sensitive
re- sponse generation and emotion elicitation.

To bridge these gaps, we propose response retrieval and
gen- eration methods to incorporate emotion into chat-
based dia- logue systems. We exploit emotion appraisal in
dialogue for an example-based dialogue system.
Modifying the traditional response selection criteria with
emotional parameters allows us to select the response that
has the most potential to elicit positive emotion. For
response generation, we propose a neu- ral chat-oriented
dialogue system that captures user’s emotional state and
considers it while generating a dialogue response. We
train the latter with responses retrieved by the former to
achieve end-to-end positive emotion elicitation.

I11. EMOTION DEFINITION

In this work, we define emotion using the circumplex
model of affect [26]. Two dimensions of emotion are
defined: valence and arousal. Valence measures the
positivity or negativity of emo- tion; e.g., the feeling of
joy is indicated by positive valence while fear is negative.
On the other hand, arousal measures the activity of
emotion; e.g., depression is low in arousal (passive),
while rage is high (active). Figure 2 illustrates the
valence-arousal dimension in respect to a number of
common emotion terms.

Fig. 2. Emotion dimensions and common terms.

This model describes the perceived form of emotion, and
is able to represent both primary and secondary emaotion.
Fur- thermore, it is intuitive and easily adaptable and
extendable to either discrete or other dimensional emotion
definitions. The long established dimensions are core to
many works in affective computing and potentially
provide useful information even at an early stage of
research. Henceforth, based on this scope of emotion, the
term positive emotion refers to the emotions with positive
valence. Respec- tively, a positive emotional change
refers to the change of po- sition in the valence-arousal
space where the value of valence after the movement is
greater than before.

IV. DIALOGUE DEFINITION

Serban et al. have previously considered the two-
hierarchy view of dialogue [23], which we extend and
adapt in this study. First, we view a dialogue D as a
sequence of dia- logue turns of arbitrary length M
between two speakers. That is, D = {U1, ..., UM }. Each
utterance in the m-th dialogue turn is a sequence of tokens
of arbitrary length Nm. That is, Um Throughout = {wm,1,
..., the wstudy m,Nm }. and experiments, we utilize the
dia- logue triple format. A triple is a sequence of three
dialogue turns. That is, D = {U1,U2,U3}.

As we are focused on dyadic dialogue, we consider Ul
and U3 to be uttered by speaker A, and U2 by speaker B.
The triple format has been previously uti- lized for
considering context in response generation [27], and
filtering multi-party conversations into dyadic snippets
[28]. In this study, we assume two speaker orders in the
triple for- mat. First, user-system-user, to observe
emotional triggers and responses in a conversation. The
change of emotion observed from Ul to U3 can be
regarded as the impact of U2. Second, system-user-
system, to observe both past and future dialogue contexts
of an emotion occurrence; Ul and U3 are the contexts of
the emotion occurrence in U2.
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V. EMOTIONALLY COLORFUL
CONVERSATIONAL DATA

In this study, we utilize the SEMAINE database as an
emotion-rich conversational data [18]. The SEMAINE
database consists of spontaneous dialogues between a
user and a sen- sitive artificial listener (SAL) in a Wizard-
of-Oz fashion. A SAL is a system capable of holding a
multimodal conversation with humans, involving speech,
head movements, and facial ex- pressions, topped with
emotional coloring [29]. This emotional coloring is
adjusted according to each of the SAL characters;
cheerful Poppy, angry Spike, sad Obadiah, and sensible
Pru- dence. Each character is distinct and unchanging,
i.e., Poppy is constantly happy, Spike is constantly angry,
etc., independent of the dialogue content. The corpus
consists of a number of sessions, in which a user is
interacting with a wizard SAL character. Each user
interacts with all 4 characters, with each interaction
typically lasting for 5 minutes. The topics of conversation
are spontaneous, with a limitation that the SAL can not
answer any questions. The interactions are annotated
using the FEELtrace system [30] to allow recording of
perceived emotion in real time. As an annotator is
watching a target person in a video recording, they would
move a cursor along a linear scale on an adjacent window
to indicate the perceived emotional aspect (e.g., va- lence
or arousal) of the target.

This results in a sequence of real numbers ranging from
—1 to 1, called a trace, that shows how a certain emotional
aspect falls and rises within an inter- action. The numbers
in a trace are provided with an interval of 0.02 seconds.
Statistical analyses of validation experiments have
confirmed the reliability and indicated the precision of the
FEELtrace system [30]. In total, 95 sessions are provided,
amounting to 475 minutes of material. In this study, we
consider 66 sessions from the cor- pus based on
transcription and emotion annotation availability; 17 of
Poppy’s sessions, 16 of Spike, 17 of Obadiah, 16 of Pru-
dence. For every dialogue turn, we keep the speaker
information, time alignment, transcription, and emotion
traces.

VI. RESPONSE RETRIEVAL: ELICITING
POSITIVE EMOTION BASED ON
EXAMPLES OF HUMAN APPRAISAL

EBDM is a data-driven approach that uses a semantically
indexed corpus of query-response pair examples, i.e.
{U1,U2}, instead of handcrafted rules or probabilistic
models [21]. In traditional EBDM, the system will return
a response of the best example according to a semantic
constraint between user input and example queries, i.e.
examples of UL.

Lasguido et al. have previously examined the utilization
of cosine similarity for response retrieval in an example-
based dia- logue system [28]. In their approach, the
similarity is computed between term vectors of the query
and the examples. The vector for an utterance T is the size
of the database term vocabulary, where each term tis
weighted by its TF-IDF score, computed as:

TFIDF(t, T) = Ft,T log DF|T| t, (1) where Ft, T is defined
as term frequency of term t in sentence T, and DFt as total
number of sentences that contains the term t, calculated
over the example database. Cosine similarity between two
vectors a and b is computed as:

cossim(a, b) =a *bab. (2) Given a query, this cosine
similarity is computed over all example queries in the
database and treated as the example pair.

Lubis Et Al.: Positive Emotion Elicitation In Chat-
Based Dialogue Systems 869

scores. The response of the example pair with the highest
score is then returned to the user as the system’s response.
This approach has a number of benefits. First, the TF-IDF
weighting allows emphasis of important words. Such
quality is desirable in considering emotion in spoken
utterances. Second, as this approach does not rely on
explicit domain knowledge, it is practically suited for
adaptation into an affective dialogue system. Third, the
approach is straightforward and highly repros- ducible.
On that account, it serves as the baseline in this section.

1. Proposed Approach

Limitation of existing works on emotion elicitation [16],
[17] is the oversight of emotion appraisal, which gives
rise to the elicited emotion in the first place. This entails
the relationship between an utterance, which acts as
stimulus evaluated dur- ing appraisal (emotional trigger),
and the resulting emotion by the end of appraisal
(emotional response) [31]. By reversing this loop, an
appraisal-driven approach attempts to determine the
appropriate trigger to a desired emotional response. This
knowledge is prevalent in humans and strongly guides
how we communicate with other people — for example, to
refrain from provocative responses and to seek pleasing
ones.

We attempt to elicit a positive emotional change by
exploit- ing examples of appraisal in spontaneous
dialogue. We collect triples containing emotional triggers
and responses to serve as examples in an EBDM. We
augment the traditional response se- lection criterion with
emotional parameters: 1) user’s emotional state, and 2)
expectedl future emotional impact of the candidate
responses. These parameters represent parts of the
information that humans use in social-affective
interactions.
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To take emotional aspects into account, in addition to the
semantic constraint in traditional EBDM, we formulate
two types of emotional constraints: 1) emotion similarity
between the query and the example queries, and 2)
expected emotional impact of the candidate responses. To
allow observation of these constraints, we use a database
of triples in place of query- response pairs used in
traditional EBDM. Within the context of triples in an
example database, Ul is equivalent to the ex- ample
query, U2 to a candidate response, and U3 to the future
context. Figures 3a and 3b illustrate the general idea of
the baseline and proposed approaches. First, we measure
emotion similarity by computing the Pear- son’s
correlation coefficient between emotion vectors of the
query and the example queries in the database. Pearson’s
rab between two vectors a and b of length n is calculated
as

Rab =

v | | faded the tesy | W bt resultis bad

Oh, again? Yo will do batter fex time

Fig. 3. Response selection in baseline and proposed
systems.
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Fig. 4. Steps of response selection.

Shorter utterances with fewer thannvalues in the emotion
vector, we perform sampling with replacement, i.e., a
number can be sampled more than once. The sampling
preserves distribution of the values in the original emotion
vector. We calculate the emotion similarity score

separately for valence and arousal, and then take the
average as the final score.

Secondly, we measure the expected emotional impact of
the candidate responses. In a triple, emotional impact of a
response U2 is computed according to the query U1 and
future U 3 using Equation (4). impact (U2) = n 1}i=1
nemoU3 i —1¥nni =1 emoUl i, (4) whereU 3. In
VY ni=1(ai=1i (ai —a)2a)(bi—b) emoother U1 words,
and emothe Uactual 3 are the emotion vectors of Ul and
emotion impact observed in an example is the expected
emotional impact during the real in- teraction. As
positivity of emotion is described by valence, for the
expected emotional impact, we consider only valence as
the final score.

Figure 4 illustrates the steps of response selection by the
baseline and proposed systems. We perform the selection
in three steps based on the defined constraints. For each
step, a new score is calculated and re-ranking is
performed only with the new score, i.e., no fusion with
the previous score is performed. VY ni=1(bi —1)2 . (3)

In this case, a and b symbolize the emotion
representations of query and example query. We utilize
the trace provided in the SEMAINE database as emotion
representation (Section V). As the length of emotion
vector depends on the duration of the utterance, prior to
emotion similarity calculation, sampling is performed to
keep the emotion vector in uniform length ofn. For
1Within the scope of the proposed method, we use the
word expected for its literal meaning, as opposed to its
usage as a term in probability theory.

The baseline system will output the response of the triple
example with the highest semantic similarity score,
calculated with Equation (2). In contrast, in the proposed
system’s response selection, we pass m examples with
highest semantic similarity scores to the next step and
calculate their emotion similarity scores with Equation
(3). Fromnexamples with highest emotion similarity
scores, we output the response of the triple example with
the most positive expected emotional impact, calculated
using Equation (4).

The scores are processed incrementally considering the
im- portance of each aspect. In selecting a response, we
consider semantic similarity to be most important as it
ensures coherence of the response. If an example is not
semantically relevant to the input, we should not consider
it as a response regardless of its emotional scores.
Similarly, emotion similarity is important to guarantee
consistent emotional impact with that of the data; an
utterance can result in different emotional responses given
different initial emotional states. Imposing the emotional
impact constraints in the reduced pool of semantically and
emotionally similar examples will help achieve a more
relevant result. Ad- ditionally, this reduces the

© 2020 USRET



International Journal of Scientific Research & Engineering Trends
Volume 6, Issue 1, Jan-Feb-2020, ISSN (Online): 2395-566X

computation time since the number of examples to be
scored will be greatly minimized after each step. When
working with big example databases, this property is
beneficial for a timely response.

Consequently, there are three important points to note
regard- ing the proposed approach. First, U3, the future
context of each triple, is not considered as a definite
prediction of user response when interacting with the
system. Instead, each triple acts as an example of human’s
appraisal in a conversation with certain se- mantic and
emotional contexts. In real interaction, given similar
semantic and emotional contexts with an example triple’s
U1, when the system outputs U2, we expect the user to
experience an emotional change similar to that of U3. The
semantic and emotion similarities between user input and
U1 are important in ensuring an emotional response that
is as close as possible to the example.

Second, this strategy does not translate to selection of the
response that expresses the most positive emotion. Our
goal is not to consistently output a “happy response.”
There are situ- ations where such a response is
inappropriate and could cause the opposite effect, e.g., in
times of grief. Instead, we would like to reflect proper
positive emotion elicitation given semantic and emotional
contexts. Even though there is no explicit dialogue
strategy to be followed, we expect the data to reflect the
ap- propriate situation to show negative emotion to elicit a
positive impact in the user, such as relating to one’s anger
or showing empathy. Lastly, we note that response
similarity with the target is not the objective of our
retrieval method. Our goal is not to replicate the target
response through the example database, but instead to
retrieve a response that has most potential to elicit a more
positive emotion.

2. Experimental Set Up

We gather the examples from the SEMAINE corpus by
ex- tracting triples with user-system-user speaker
sequence. An analysis shows that Poppy and Prudence
tend to draw the user into the positive-valence region of
emotion, resembling a pos- itive emotional impact. The
same is not true for sessions with Spike and Obadiah.
Thus, we exclusively use sessions of Poppy and Prudence
to construct the example database. We partition the
recording sessions in the corpus into training and test sets.
The training set and test set comprise 29 (15 Poppy, 14
Pru- dence) and 4 (2 Poppy, 2 Prudence) sessions,
respectively. We construct the example database
exclusively from the training set, containing 1105 triples.
We average as many annotations as provided in a session
to obtain the final valence and arousal label. We sample
the emotion trace of every dialogue turn into 100-length
vectors to keep the length uniform. We utilize the
transcription and emotion annotation provided within the
corpus as information of the triples to isolate the errors of
automatic speech and emotion recognition. For the n-best

filtering, we empirically chose 10 for the semantic
similarity constraint and 3 for the emotion.

3. Evaluation

To evaluate the proposed method, we perform subjective
eval- uation to qualitatively measure perceived
differences between the two response selection methods.
From the test set, we extract 198 test queries. For each
test query, we generate responses using the baseline and
proposed systems explained in Section VI-A. Queries
with identical responses from the two systems are ex-
cluded from the evaluation. We further filter the queries
based on utterance length, to give enough context to the
evaluators; and emotion labels, to give variance in the
evaluation. In the end, 50 queries are selected.

We perform subjective evaluation of the systems with
crowd- sourcing. The queries and responses are presented
in form of text. We ask the evaluators to compare the
systems’ responses in respect to the test queries. For each
test query, the responses from the systems are presented
with random ordering, and the eval- uators are asked three
questions, adapted from [16]. 1) Which response is more
coherent? Coherence refers to the logical con- tinuity of
the dialogue, 2) which response has more potential in
building emotional connection between the speakers?

Emotional connection refers to the potential of continued
interaction and relationship development, and 3) which
response gives a more positive emotional impact?
Emotional impact refers to the potential emotional change
the response may cause. 50 judgments are collected per
query. Each judgment is weighted with the level of trust
of the worker2. The final judg- ment of each query for
each question is based on the total weight of the overall
judgements — the system with the greater weight wins.

Table | presents the evaluation results. It is shown that in
comparison to the baseline system, the proposed system is
per- ceived as more coherent, having more potential in
building emo- tional connection, and giving a more
positive emotional impact. We investigate this result
further by computing the agreement 2A worker’s trust
score is equal to their percentage of correct answers on a
quiz, consisting of triples with gold standard answers. In
this study, we only employ workers with high level of
trust.
Table I
Percentage of Wins of Each System on All Metrics.
Numbers in Brackets Show Average Agreement on
Queries Where The System Wins for that Metric
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Table Il: Candidate Responses Re-Ranking Based On
Three Consecutive Selection Constraints: 1) Semantic
Similarity With Example Queries, 2) Emotion Similarity
With Example Queries, And 3) Expected Emotional
Impact Of The Candidate Response. *: Baseline
Response, **:
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Proposed Response of The Final Judgment Using Fleiss’
Kappa Formula. We Sepa- Rate The Queries Based On
The Winning System And Compute The Overall
Agreement Of The 50 Judgments Accordingly. It Is Re-
Vealed That The Queries Where The Proposed System
Wins Have Far Stronger Agreement Than Those Where
The Baseline System Wins. Agreement between 0.10 And
0.20 Can Be Interpreted As Slight Agreement, And That
Between 0.21 And 0.40 As Fair Agreement [32].

4. Analysis

We analyze the consequence of re-ranking and the effect
of emotion similarity in the response selection using
queries extracted from the test set. Table Il presents the
10-best semantic similarity ranking, re-ranked and filtered
into 3-best emotion similarity ranking, and the candidate
response that passed the filtering with the best emotional
impact. The table shows that the proposed method can
select one of the candidate responses that despite being
not the best in semantic similarity score, has a higher
score in terms of emotion similarity and expected impact
compared to responses with semantically more similar
examples.

Furthermore, the proposed selection method is able to
gener- ate different responses to identical textual input
with different emotional contexts. Table 11l demonstrates
this quality. This shows that the system is able to adapt to
the user’s emotion in giving a response to elicit positive
emotion. Table Ill: Baseline and Proposed Responses For
Identical Text With Different Emotional Contexts. The
Proposed System Can Adapt To User Emotion, While the
Baseline Method Outputs the Same Response

Table IlI:
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Baseline and proposed responses for identical text with
different emotional contexts. The proposed system can
adapt to user emotion, while the baseline method outputs

the same response.
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Fig.5. Obtaining references that elicit positive emotion.

Despite the existence of numerous emotion-rich data
[18]- [20], there is not yet a conversational data
demonstrating positive emotion elicitation. Such data is
valuable for data-driven ap- proaches of dialogue systems.
However, the collection of emo- tional corpora is vastly
expensive and labor intensive. Collection of spontaneous
emotional data is a sensitive matter, potentially raising
moral and ethical issues [33]. On the other hand, por-
trayal of emotion often presents a mismatch with real-life
emo- tion occurrences. Our goal is to construct a corpus
that demonstrates positive emotion elicitation. To
efficiently collect responses that elicit positive emotion,
we enhance the emotion-rich SEMAINE cor- pus through
the procedure illustrated in Figure 5.

First, we extract system-user-system triples and run them
through the EBDM with the proposed response retrieval
method (Section VI-A) to obtain new candidate responses
that poten- tially elicit positive emotion. As noted
previously, the response retrieval method makes a careful
distinction between the ex- pressed emotion of a response
and the emotion it may elicit in the listener. Through this
response selection method we aim to reflect proper
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positive emotion in the corpus instead of solely selecting
“happy responses.”

Subsequently, we validate the data through
crowdsourcing. We ask human judges to decide which
response in a triple, i.e., U3, elicits a more positive
emotional impact in e wiple, e default or the system
generated one. If neither is judged to do so, the human
judge is asked to provide one that elicits positive emotion.
When more than one human-proposed response are
provided for a triple, we manually select the best suited
one based on naturalness and potential positive emotional
impact. The result of this process is then used to replace
the default response from the corpus. These steps ensure
the quality of the new responses, aligning it to human
standards.

VI1l. CONSTRUCTING POSITIVE
EMOTION ELICITING DATA

We utilize 66 sessions based on the availability
transcription and emotion annotation. We fed a total of
2,349 triples to the entire process. For each triple, we
obtain at least 3 human judge- ments, or more when ties
occur. The final response is obtained by majority voting,
with each vote weighted by the voter’s trust score. In
total, 419 crowd workers participated in the judgment
process with an average trust score of 0.93. The average
con- sensus of the voting is 0.78.

In the resulting corpus, 12.69% of the responses are
human generated, 38.84% are SEMAINE default, 46.38%
are system generated, and 2.02% are cases where the
default and system generated responses are identical, and
voted to elicit positive emotion by the workers. The
average word count for the human generated responses is
6.09 words.

VIIl. RESPONSE GENERATION:
EMOTION-SENSITIVE NEURAL
DIALOGUE SYSTEM

The most commonly used neural architecture for dialogue
response generation is the recurrent neural network
(RNN). An RNN is a neural network variant that can
retain information over sequential data. In response
generation, first, an encoder summarizes an input
sequence into a vector representation. An input sequence
at time t is modeled using the information gath- ered by
the RNN up to time t —1, contained in the hidden state ht.
Afterwards, a decoder recurrently predicts the output
sequence conditioned on ht and its output from the
previous time step. This architecture was previously
proposed as neural conversational model in [22].

Based on the two-hierarchy view of dialogue (Section
IV), the hierarchical recurrent encoder-decoder (HRED)
extends the sequence-to-sequence architecture [23]. It
consists of three RNNs, each with a distinct role. First, an

utterance encoder en- codes a dialogue turn by recurrently
processing each token in the utterance. After processing
the last token, the hidden state of the utterance encoder
hutt represents the entirety of the dia- logue turn. This
information is then passed on to the dialogue encoder,
which encodes the sequence of dialogue turns hdlg. The
utterance decoder, or the response generator, takes hdlg,
and then predicts the probability distribution over the
tokens in the next utterance. The advantages of this
architecture are: 1) summarization of dialogue history by
the dialogue encoder, containing common knowledge
between the two speakers, and 2) reduced computational
steps between utterances, allowing a more stable
optimization during the training phase.

1. Proposed Approach

The HRED architecture holds a property which is essen-
tial in positive emotion elicitation: retaining dialogue
history at turn level. This allows the observation of both
past and fu- ture contexts of an emotion occurrence, i.e.,
U1 and U3 are the contexts of the emotion occurrence in
U2. We propose to incor- porate an emotion encoder into
the HRED architecture, placed in the same hierarchy as
the dialogue encoder. The emotion en- coder captures
emotion information at dialogue-turn level and maintains
the emotion context history throughout the dialogue. We
propose to incorporate this information in generating a
Dialogue response with an emotion-sensitive hierarchical
re- current encoder-decoder (Emo-HRED).

l} M?

| Wi n, aud W 4

Fig.6. Emo HRED architecture.

2. Architecture: We utilize RNNs with gated recurrent
unit (GRU) cells as parts of the Emo-HRED. The
information flow of the Emo-HRED is as follows. After
reading the input sequence Uutterance m =
{wrepresentation m,1, ..., wm,N m h}, utt. the dialogue
turn is encoded into an hutt = hutt N m = f(hutt N m
=1,wm,Nm ), (5) where f represents one time step
operation of RNN with GRU. hutt is then fed into the
dialogue encoder to model the sequence of dialogue turns
into dialogue context hdlg. hdlg = hdigm =
f(hdlgm—1,hutt). (6)
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In Emo-HRED, the hdlg is then fed into the emotion
encoder, which will then be used to model the emotion
context hemo.

hemo = f(hemo m-1,hdlg). (7) We consider utilizing
additional information in modeling the emotion context.
In particular, by using a fully connected neural network to
encode the dialogue turn’s acoustic feature audm into
haud and feeding it into the emotion encoder. In such a
case, Equation (7) is modified as follows.

hemo = f(hemo m—1,concat(hdlg,haud)). (8)

The generation process of the response, Um+1, is
conditioned by the concatenation of the dialogue and
emotion contexts.

PO(WY n+1 v expexp= (g(concat(hvjw(g(concat(h<n) =
dlg,hdlg,hemo),v)emo),v)

)). (9) Figure 6 shows a schematic view of this
architecture. To the best of our knowledge, this
constitutes the first neural network approach for affect-
sensitive response generation.

The emotion encoder has its own target vector, which is
the emotion label of The emotion encoder the currently
uses processed dialogue turn hyperbolic tangent activation
Ufunc- m emotion. We modify the definition of the
training cost to incorporate the prediction error of the
emotion encoder and use this cost to jointly train the
entire network. We define costemo as the mean squared
error between the target emotion context and the predicted
emotion context.

The training cost of the Emo-HRED is a linear
interpolation between the response generation error
costutt (i.e. negative log- likelihood of the generated
response) and the emotion label prediction error costemo
with a decaying weight o. The final cost is then
propagated to the network and the parameters are
optimized as usual with the optimizer algorithm.

cost = a - costemo + (1 —a) - costutt. (10)

2. Pretraining and Selective Fine-Tuning:
Availability of large-scale data is an ongoing challenge
for emotion-related research because of the difficulties in
capturing life-like emo- tion occurrence and annotating it
reliably. Due to the limited amount of conversational data
available with emotion informa- tion, training a full end-
to-end dialogue system from scratch is unlikely to yield a
high quality result. To that extent, pretraining the Emo-
HRED with a large scale conversational corpus is es-
sential to infer content and syntactic knowledge prior to
training its emotion-related parameters.

We propose selective fine-tuning of the Emo-HRED,
limit- ing the parameter updates to the emotion encoder
and utter- ance decoder only. We hypothesize that the
encoding ability has converged during pretraining by
utilizing the large amount of data, and will potentially
destabilize when fine-tuned using the much smaller,
emotion-rich data. As emotion is not yet involved during
encoding, we further hypothesize that the pretrained en-

coders can be used for the affect-sensitive response
generation task as is.

2. Experimental Set Up

2.1 Pretraining: Previous works have demonstrated the
ef- fectiveness of large scale conversational data in
improving the quality of dialogue systems [23], [34], [35].
In this study, we make use of SubTle, a large scale
conversational corpus